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it implements a replicated database where blocks are only 
addded 

the replicas are stored on nodes of an unreliable peer-to-
peer system  

if any node tries to update the database all other nodes 
can detect and prevent it
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the protocol realizes a decentralized ledger

THE BITCOIN PROTOCOL
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there is no algorithm reducing to 0 the probability 
that a distributed database is inconsistent  

[Fischer-Lynch-Paterson 1985]

BITCOIN: THE CONSENSUS ALGORITHM
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the consistency is reached by admitting inconsistent states 
the situation is worse than this!
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inconsistent state!consistency again!

BITCOIN: THE CONSENSUS ALGORITHM
the blockchain is a longest path in 
the ledger beginning at a leaf node
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the probability of this inconsistency is "low" in Bitcoin

inconsistent state: a fork

BITCOIN: THE CONSENSUS ALGORITHM
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the ledger beginning at a leaf node



Bitcoin nodes cluster because, mining a new block, amounts 
to win a computationally expensive challenge — proof of 
work

BITCOIN MINING POOLS  
MAY 2020
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BITCOIN CORRECTNESS

the system is secure as long as honest nodes collectively control 
more CPU power than any cooperating group of attacker nodes
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we undertake a formal analysis of the Bitcoin protocol

OUR ANALYSIS

by modelling the protocols with a stochastic process calculus 

we use an extension of PRISM with the ledger datatype: PRISM+ 

in PRISM+ channels have a rate (we can easily model broadcast 
delays and mining speed) 

because PRISM+ has a formal model, we demonstrate the key 
properties of the protocol 

because PRISM+  has a  simulator, we may (also) verify our results in 
silico
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PRISM+ DEFINITION OF BITCOIN

rate is the product of the rates of every single transition, which is actually the
one of the unique active transition. Rule [Nosync] enables the interleaving of
transitions (because of commutativity of ||, it also covers the symmetric rule). A
PRISM+ program is a parallel composition of modules; its semantics is described
in [Program].

PRISM+ supports di↵erent kinds of probabilistic formalisms; in this contri-
bution we focus on CTMCs models [17], which are tuples (States, sinit,R, L)
where:

– States is a countable set of states;
– sinit 2 States is the initial state; the initial state of a PRISM+ program P =Q

i21..n
module m : Di Ci endmodule is JD1 ; · · · ; DnK, where JT1 x1 = v1 ;

· · · ; Tk xk = vkK = [x1 7! v1, . . . , xk 7! vk];
– R : States ⇥ States ! R�0 is a transition rate matrix,
– L : States ! 2AP is function which assigns to each state s 2 S the set L(s)

of atomic propositions that are valid in the state.

A transition rate matrix assigns rates to each pair of states, which are used as
parameters of the exponential distribution. A transition from state s to s

0 is
possible only if R(s, s0) > 0. When multiple commands with the same update
and that lead to the same state s

0 are enabled, the corresponding transitions
are combined into a single transition whose rate is the sum of the individual
rates. Furthermore, when there are several s

0 with R(s, s0) > 0, a race condition

occurs: the transition triggered determines the next state. Technically, the time
spent in s before a transition occurs is exponentially distributed with the exit

rate of the state s:

E(s) =
X

s02S

R(s, s0)

Thus, the probability of leaving a state s within t seconds is 1 � e
�tE(s). Addi-

tionally, the choice between the transitions is independent of the time at which
it occurs. This means that, if the state s has n outgoing transitions labeled
with rates ⇢1, . . . , ⇢n, then the probability that the j-th transition is taken is
⇢j/(

P
i
⇢i).

4 The abstract modelling of Bitcoin and its analysis

Bitcoin realises a distributed ledger on a peer-to-peer network of miners, which
are processes that create blocks of the ledger and forward them to the nodes of
the network. The Bitcoin system written in PRISM+ is

MINER1 || · · · || MINERn || NETWORK.

where MINERi and NETWORK are the modules defined in Listing 1.1.
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1 // states of Mineri: Init = 0, Winner = 1
2 // mR = 1/600 is the Bitcoin mining rate
3 // hRi is the percentage of hashing power of Mineri, 0hRi1
4 // ri is the communication delay rate of Mineri

5
6 module Mineri

7 integer Mineri _STATE = Init;

8 block bi = (gen0,gen0);

9 ledger Li = h{(gen0, gen0)}; gen0i;
10 integer ci = 0;
11 queue QMineri = [];
12
13 [] Mineri _STATE=Init ->

14 mR⇥hRi : ci
0= ci+1

15 N bi
0 = NewB(Mineri,c,handle(Li))

16 N Mineri _STATE
0= Winner;

17
18 [] Mineri _STATE=InitNcanAdd(Li,top(QMineri)) ->

19 r : QMineri
0= dequeue(QMineri)

20 N Li
0= addB(Li,top(QMineri));

21
22 [] Mineri _STATE=InitN!canAdd(Li,top(QMineri)) ->

23 r : QMineri
0= deq_enq(QMineri);

24
25 [addBlocki] Mineri _STATE=Init ->

26 ri : QMineri
0= enqueue(QMineri,top(Qi))

27
28 [addBlocki] Mineri _STATE=Winner ->

29 ri : Li
0= AddB(Li,bi)

30 N Mineri _STATE
0= Init;

31 endmodule
32
33 module Network
34 integer n = numberOfMiners;
35 queue Q1 = []; ...; queue Qn = [];
36 ...
37 [addBlocki] (Mineri _STATE=Winner) -> 1:

38 for ((j2 1..n) N (j 6=i)) do (Qj
0= enqueue(Qj ,bi)) ;

39
40 [addBlocki] Mineri _STATE=InitN!isempty(Qi) -> 1 : Qi

0=dequeue(Qi);
41 ...
42 endmodule

Listing 1.3: Simplified model of Bitcoin.
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OUR RESULTS

we compute probabilities of forks that are functions of  

the number of nodes 

the rates of mining 
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Figure 1: Hashrate distribution of Bitcoin mining pools on May 2020.
Source: https://www.blockchain.com/.

Figure 2: Probability of reaching a fork of length 1 by varying the broadcast
delay.

with 10000 nodes: the output has not been displayed because it overlaps with the
case of 1000 nodes. The first analysis we present in Figure 2 is the computation
of the probability of reaching a state where at least two di↵erent blockchains dif-
fer for one block (fork of length 1) by varying the broadcast delay. In particular,
Figure 2 compares the outputs of our probability formula (both with 17 and 1000
nodes) with results of the simulation we have done with 17 nodes representing
the main pools in the Bitcoin system. The reader may notice that the proba-
bility decreases with the increase of the communication delay rate. This follows
from the remark that the higher is the rate, the smaller is the expected time for
the transition to occur. We notice that, with rate br = 0.08, we obtain results
in line with those of [6]. In particular, for a broadcast delay with mean 2, we
obtain that the probability of a fork of length 2 is very low. Figure 3 displays the
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Probability of a fork of length 1 by varying  
the broadcast delay

Figure 3: Probability of a fork of length 1 with di↵erent di�culty parameter.

probability of reaching a fork of length 1 by varying the cryptopuzzle di�culties
(parameter D). The reader can observe that the probabilities computed by the
formula, also in the case of 1000 nodes, is always an upper bound of the results
obtained via simulation. Finally, Figure 4 illustrate the probability of reaching
completed states with longer and longer forks. Also in this case, the results of
our simulation are in line with those given by the formula both with 17 and 1000
nodes. In the case of 17 nodes, the probability computed is higher because each
miner owns a larger amount of hashing power. Therefore, every miner is more
likely to win the cryptopuzzle game. As the reader can observe, the probability
to obtain a fork of length 5 is of the order of 10�8, while it is approximately zero
when the length of the fork reaches 6. This is a key result, because every block
at depth 6 is considered permanent in the Bitcoin blockchain (e.g. the majority
of miners have consistent blockchains up to depth 6 with probability almost 1).

5 Analysis of a possible attack

In this section we model and analyze an attack to Bitcoin that has been described
in [20], namely a hostile miner tries to create an alternate chain faster than
the honest one. This scenario admits that a merchant can be convinced that
a transaction has been accepted and then create a new branch of the chain,
longer than the valid one, with some other transaction spending the same money
(double spending attack).

Let MINERHack be the dishonest miner; technically, its behaviour di↵ers from
MINERi because it mines on a block bHack that is not the correct one (e.g. the
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Probability of a fork of length 1 by varying  
the cryptopuzzle difficulty 

the broadcast delay 

the cryptopuzzle difficulty

the probability of a fork is 10-2 in Bitcoin



OTHER RESULTS

we also analyze  

the probability of creating forks of increasing length 

the attack of a hostile miner that  tries to create an alternative 
chain 
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a companion paper extends PRISM to PRISM+ and reports a 
bunch of simulations



HAPPY 60 YEARS MAURIZIO!
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QUESTIONS
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FORK OF INCREASING LENGTH

we analyze  

the probability of creating forks of increasing length

14

Probability of a fork of increasing length.



ANALYSIS OF AN ATTACK

we also analyze a double spending attack scenario  
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the behaviour of the malicious miner differs for the fact that mines 
a block that is not the correct one

Probability of a successful attack for 
one of the main pools of Bitcoin 


